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1. Objetivo
1.1 Establecer los mecanismos para garantizar la continuidad operativa de los sistemas o elementos críticos de los servicios de TI en caso de ocurrir alguna contingencia por diversas causas.

2. Alcance 
2.1 Este plan queda acotado a los sistemas o elementos de infraestructura considerados críticos, los cuales son los siguientes:
· Sistema de Monedero
· Sistema de Nómina
· Sistema de Contabilidad
· Sistema de Ingresos
· Portal web de Servicios al Cliente
· Infraestructura de Cómputo y Telecomunicaciones
· Infraestructura de virtualización de Servidores
· Enlaces de Internet
· Alimentación Eléctrica

3. Desarrollo
3.1 Inventario de Sistemas y Equipos: Los siguientes activos estarán sujetos al plan de recuperación de desastres:
3.1.1 Equipos físicos.
	HOST-VMW-1
	HPE DL380 G10
	10.255.248.130

	HOST-VMW-2
	HPE DL380 G10
	10.255.248.131

	HOST-VMW-3
	HPE DL380 G10
	10.255.248.132

	HOST-VMW-4
	HPE DL380 G10
	10.255.248.133

	HOST-VMW-5
	HPE DL380 G10
	10.255.248.134

	FG-300E-1
	Firewall Fortinet FG300 E
	10.255.239.9

	FG-300E-2
	Firewall Fortinet FG300 E
	10.255.239.9



3.1.2 Servidores Virtuales.
	SRV-NNEXUS-DB
	Base de Datos Monedero
	10.255.248.14

	SRV-NNEXUS-APP
	Aplicación Monedero
	192.168.1.155

	SRV-CONTPAQ-DB
	Base de Datos Contabilidad
	10.255.248.156

	SRV-CONTPAQ-APP
	Aplicación Contabilidad
	10.255.248.155

	SRV-TRESS-DB
	Base de Datos Nomina
	10.255.248.85

	SRV-TRESS-APP
	Aplicación Nomina
	10.255.248.86

	SRV-MOVIL
	Servicios Web
	10.255.248.42

	SRV-WEB
	Portales Web Monedero
	10.255.247.111



3.2 Escenarios de Riesgo.
3.2.1 Terremotos. Podría interrumpir los servicios de energía eléctrica, internet o definitivamente dejar fuera de operación el centro de datos.
3.2.2 Inundaciones. Las lluvias podrían causar inundaciones y cortocircuitos en las instalaciones eléctricas dejando fuera de operación el centro de datos.
3.2.3 Incendio. El sobre calentamiento de equipos, la falta de refrigeración o cortocircuitos podrían dejar fuera de operación el centro de datos y con ellos las aplicaciones que soportan al Monedero XIGA.
3.2.4 Error humano. Errores en el mantenimiento, malas prácticas o descuidos humanos podrían causar inconvenientes en los servicios de electricidad, en el hardware, software o la información de los sistemas dejando fuera de operación al Monedero XIGA.
3.2.5 Vandalismo. Actos vandálicos provocados por manifestaciones, marchas, empleados inconformes o delincuentes podrían afectar servicios de Internet, energía o el propio centro de datos. 

3.3 Roles y Responsabilidades.
3.3.1 La responsabilidad del mantenimiento, ejecución y mejora del plan de recuperación de desastres se expresa en la siguiente matriz:

	Servicio Mesa de Ayuda
	· Recibir los reportes de usuario y notificar las fallas con solución fuera de su alcance.

	Infraestructura
	· Monitorear el estado de salud del Hardware y las aplicaciones.
· Evaluar que tan crítico son las fallas reportadas en el monitoreo.
· Sugerir a la Gerencia de TI la activación del Plan.
· Ejecutar el Fileover.
· Gestionar la recuperación del sitio principal. Ejecutar el Fileback.
· Registrar resultados de la ejecución.
· Probar el plan de recuperación.
· Registrar resultados de las pruebas.
· Diseñar los protocolos de respuesta a los posibles escenarios.

	Administradores de Bases de Datos
	· Analizar la integridad de los datos  y el buen  funcionamiento de los motores de la base de datos.

	Gerencia de TI
	· Diseñar los protocolos de respuesta a escenarios.
· Coordinar las pruebas del plan de recuperación.
· Coordinar la activación del plan de recuperación.
· Informar a la Dirección General los resultados de las  pruebas  y ejecuciones del plan de recuperación.

	Dirección General
	· Autorizar la activación del plan de recuperación de desastres.




3.4 Contactos.
3.4.1 Cuando ocurra alguna contingencia por las causas mencionadas en este documento se podrá recurrir a los contactos de soporte internos que den servicio en la Organización.

3.5 Protocolos de respuesta a los escenarios de riesgo.
3.5.1 Para mitigar los riesgos se proponen las siguientes acciones preventivas y correctivas a los escenarios comentados en el numeral 3.2.

3.5.2 Terremoto

3.5.2.1 Preventivas
3.5.2.1.1 Contar con Generador Eléctrico, UPS, servicios redundantes de Internet y centro de datos alterno.

3.5.2.2 Correctivas
3.5.2.2.1 Si se estima que el centro de datos quedará fuera de operación por más de 12 horas mover toda la operación de los sistemas básicos al centro de datos alterno según el procedimiento del numeral 3.6.

3.5.3 Inundaciones
3.5.3.1 Preventivos
3.5.3.1.1 Para inundaciones ligeras, contar con piso falso que pueda contener los residuos de agua y mantener los equipos de cómputo fuera de los niveles del agua.

3.5.3.2 Correctivos
3.5.3.2.1 Si se estima que el centro de datos quedará fuera de operación por más de 12 horas mover toda la operación de los sistemas básicos al centro de datos alterno según el procedimiento del numeral 3.6.

3.5.4 Incendios
3.5.4.1 Preventivos
3.5.4.1.1 Contar con sensores de humo, humedad, temperatura y alarma contra incendios.

3.5.4.2 Correctivos
3.5.4.2.1 En caso de incendio que deje fuera de operación el centro de datos por más de 12 horas mover toda la operación de los sistemas básicos al centro de datos alterno según el procedimiento del numeral 3.6

3.5.5 Errores humanos
3.5.5.1 Preventivos
3.5.5.1.1 Contar con   un   ambiente virtualizado, respaldos internos y externos basado en instantáneas, copias a disco y Tapes LTO en ambos centros de datos.

3.5.5.2 Correctivos
3.5.5.2.1 En caso de que el daño causado por un error humano deje fuera de operación el centro de datos por más de 12 horas, mover toda la operación de los sistemas básicos al centro de datos alterno según el procedimiento del numeral 3.6.


3.5.6 Vandalismo
3.5.6.1 Preventivos
3.5.6.1.1 Contar con mecanismos biométricos de acceso al centro de datos y sistema de video vigilancia.

3.5.6.2 Correctivos
3.5.6.2.1 En caso de que el daño causado por vandalismo deje fuera de operación el centro de datos por más de 12 horas mover toda la operación de los sistemas básicos al centro de datos alterno según el procedimiento del numeral 3.6.

3.6 Proceso para levantar los sistemas en el centro de datos alterno.
3.6.1 En la consola de VeeamBackup ir al inventario de máquinas y seleccionar la opción de failover del menú contextual para cada una de las siguientes maquinas en el orden especificado.

	SRV-AD-01
	Asegurarse de que el primer servidor en arrancar sea el directorio activo, necesario para iniciar sesión en el resto de los servidores y validar las cuentas de usuario.

	SRV-NNEXUS-DB
	Requisito previo a lanzar el servidor SRV-NNEXUS-APP

	SRV-CONTPAQ-DB
	Requisito previo a lanzar el servidor SRV-COMNTPAQ-APP

	SRV-TRESS-DB
	Requisito previo a lanzar el servidor SRV-TRESS-APP

	SRV-NNEXUS-APP
	Aplicación del Monedero

	SRV-COMNTPAQ-APP
	Aplicación de Contabilidad

	SRV-TRESS-APP
	Aplicación de Nómina

	SRV-MOVIL
	Servidor de Servicios WEB para el Monedero 

	SRV-WEB
	Servidor web con portales para los Usuarios del Monedero



3.6.2 Una vez concluida la contingencia y restaurados los servidores en algún punto de recuperación consistente en el tiempo, ir al menú contextual del VeeamBackup y seleccionar failback para re-sincronizar los cambios en las máquinas virtuales al centro de datos de origen en el mismo orden enlistado en la tabla superior.

3.7 Documentación de los resultados de la ejecución de los planes.
3.7.1 Todo resultado obtenido de la ejecución de los planes de recuperación de desastres deberá ser documentado en el formato XMI-A28-F-26 Formato de resultados de la ejecución de los planes, el cual deberá contener el detalle de las actividades realizadas.

3.8 Diseño de prueba de los planes.
3.8.1 Para probar que los planes de recuperación ante desastres son efectivos, deberá realizarse un plan para el caso de uso que se desee verificar. El plan deberá contener los lineamientos detallados o serie de pasos cronológicamente ordenados para probar el caso de uso en cuestión, así como los resultados obtenidos. Si estos difirieron de los esperados, indagar en las causas y proponer acciones de mejora o modificaciones a los planes. Para determinar el éxito de la prueba de un plan de continuidad se deberán cumplir al menos los siguientes criterios por caso de uso.  
	Escenario de prueba
	Resultado esperado para determinar el éxito

	Terremotos
	· Que el centro de datos continúe en operación con alguno de los servicios redundantes.
· Que todos los sistemas críticos se puedan iniciar en un centro de datos alterno.
· Que los usuarios y clientes puedan trabajar con normalidad.

	Inundaciones
	· Que el centro de datos continúe en operación con alguno de los servicios redundantes.
· Que todos los sistemas críticos se puedan iniciar en un centro de datos alterno.
· Que los usuarios y clientes puedan trabajar con normalidad.

	Incendios
	· Que todos los sistemas críticos se puedan iniciar en un centro de datos alterno.
· Que los usuarios y clientes puedan trabajar con normalidad.

	Errores Humanos
	· Que los errores se puedan revertir con un restaurando instantáneo o respaldo.
· Que todos los sistemas afectados se puedan iniciar en un centro de datos alterno.
· Que los usuarios y clientes puedan trabajar con normalidad.

	Vandalismo
	· Que sea posible trabajar remotamente.
· Que todos los sistemas críticos se puedan iniciar en un centro de datos alterno.
· Que los usuarios y clientes puedan trabajar con normalidad.



3.8.2 Para detalle de cada uno de los escenarios de riesgo se puede consultar el documento incluido con nombre XMI-A28-P-15 Criterios de diseño de pruebas para el plan de recuperación de desastres, donde se presentan detalles de las métricas, objetivo a considerar y tiempos de respuesta para determinar si se podría considerar exitosos los planes de contingencia.

3.9 Acondicionamiento para realizar pruebas de los planes.
3.9.1 El plan de recuperación de desastres deberá ser ejecutado parcialmente en algunos de sus componentes según se establezca en el diseño de prueba y sus resultados deberán ser registrados en el formato XMI-A28-F-26 Formato de resultados de la ejecución de los planes, en el cual se deberá asentar el escenario de riesgo probado. Si las métricas para determina el éxito fueron alcanzadas y detalles en el caso contrario.
3.9.2 Los planes de recuperación de desastres deberán ser ajustados con base a los resultados de las pruebas, buscando la mejora continua, incluyendo o modificando los procesos donde el plan original tuvo deficiencias.

3.10 Documentación de Resultado de las pruebas de los planes.
3.10.1 El plan de recuperación de desastres deberá ser ejecutado total o parcialmente en sus componentes según se establezca en el diseño de prueba, sus resultados deberán ser registrados en un documento que contenga al menos los siguientes elementos:

	Fecha y hora
	Fecha en la que se ejecuta la prueba el plan.

	Tipo de ejecución
	Tipo de ejecución, si es parcial o total.

	Escenario a probar
	Escenario de riesgo a probar en caso de que sea parcial.

	Sistemas afectados
	Los sistemas que podrán verse afectados por la prueba de dicho escenario de riesgo.

	Check list de resultados esperados
	Los resultados esperados en cada paso de la prueba.

	Resultados o Notas
	Notas, resultados integrales y/o detalles de deficiencias o situaciones no esperadas.

	Firmas de autorización y ejecución
	Firma del Gerente de XIGA previa ejecución y firma del responsable de la ejecución de la prueba del plan.



3.10.2 Para este propósito se ha diseñado el formato XMI-A28-F-27 Resultados de las pruebas de los planes, mismo que deberá ser llenado cuando se evalúe la efectividad de algún escenario de riesgo.

3.11 Adecuaciones de los planes.
3.11.1 La Gerencia de TI deberá ajustar los planes de recuperación de desastres según los resultados de las experiencias previas, ya sea en las pruebas parciales o en los casos de una falla real, esto con el fin de minimizar el impacto y el tiempo de caída de los sistemas que soporta el monedero. Para este fin deberá crearse un documento que contenga al menos lo siguiente:

	Fecha y hora
	Fecha en la que se ejecuta la prueba el plan.

	Escenario probado
	Si fue total o parcial, especificar el escenario probado (por ejemplo falla eléctrica).

	Inconsistencias
	Dar detalle de las inconsistencias o situaciones no esperadas en el funcionamiento de las herramientas utilizadas o en las fases del proceso.

	Responsable de solución
	Nombre y puesto del encargado de solucionar la inconsistencia.

	Solución
	Procedimiento temporal para solventar los detalles encontrados, modificación al proceso o plan de acción a futuro para cambiar equipos o herramientas y solucionar de raíz tal inconsistencia. .

	Fecha compromiso de solución
	Fecha compromiso para solucionar las inconformidades encontradas en la revisión de los planes de continuidad.

	Firmas
	Firma del Gerente de XIGA donde se da por enterado de las adecuaciones necesarias a los planes y firma de la persona que realiza la sugerencia de adecuación.



3.11.2 Conceptos que se han formalizado en el formato XMI-A28-F-28 Formato de adecuaciones a los planes, el cual deberá ser llenado cuando se encuentren deficiencias en el proceso de pruebas de los planes de recuperación de desastres.
3.12 Revisión periódica de los planes.
3.12.1  Los planes de recuperación de desastres, así como el diseño de las pruebas que permitan ver su efectividad deberán ser revisados al menos una vez al año, en el caso de añadir nuevos sistemas o procesos se deberá extender inmediatamente el alcance de este documento para considerar ahora su respectivo escenario de riesgo, su mitigación y su prueba de efectividad.

4. Documentación de referencia
	Código
	Documentos

	XMI-A28-P-15
	Criterios de diseño de pruebas para el plan de recuperación de desastres



5. Registros
	Código
	Registros
	Tiempo de Conservación
	Responsable de Conservarlo
	Lugar de Almacenamiento

	XMI-A28-F-26
	Formato de resultados de la ejecución de los planes
	5 años
	Administración de XIGA
	Archivo Digital

	XMI-A28-F-27
	Formato de resultados de pruebas a los planes
	5 años
	Administración de XIGA
	Archivo Digital

	XMI-A28-F-28
	Formato de adecuaciones a los planes
	5 años
	Administración de XIGA
	Archivo Digital



6. Glosario
6.1 Failover. Es la acción de trasladar la operación de un sistema, servidor o centro de cómputo completo de un lugar físico a otro, con el fin de continuar con las operaciones del negocio.
6.2 Failback. Es la acción de regresar la operación de algún sistema, servidor o centro de datos al sitio principal, una vez solucionada la causa que le impedía operar normalmente.
6.3 Sitio principal. El centro de datos donde habitualmente se ejecutan los sistemas.
6.4 Sitio alterno. El centro de datos donde es posible derivar algunos servicios, sistemas en caso de falla del centro de datos principal, para continuar con la operación.
6.5 Backup. Es el respaldo o copia completa de los datos que conforman un sistema y que permiten recuperarlo en caso de una falla de servidor, de corrupción de datos o error humano.
6.6 Restore. Es la acción de traer al funcionamiento a un sistema desde el respaldo ya sea en su lugar habitual o en un nuevo lugar.

7. Anexos
7.1 N/A.
	Documento de clasificación Reservada. Este documento contiene información exclusiva la cual es propiedad XIGA Movilidad Inteligente, S.A. de C.V. Este documento y su contenido no pueden ser duplicados o mostrados a cualquier otra compañía sin la autorización escrita de XIGA Movilidad Inteligente, S.A. de C.V.
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